**La science et le numérique**
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Règne de l’inflation événementielle, tyrannie des audiences, la télévision a transformé la démocratie en télécratie.

**[19]** Bernard STIEGLER, *Économie de l’hypermatériel et psychopouvoir. Entretien avec Philippe PETIT et Vincent BONTEMS*, 2008, Paris, aux éditions Mille et une nuits, 113 pages.
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La « gouvernementalité algorithmique » décrie par Antoinette ROUVROY et Thomas BERN n’est que le prolongement de la gouvernance par les nombres : le pouvoir statistique ne s’adresse pas à des sujets réflexifs, mais construit une société automatisée. Celle-ci n’est plus contestable par les citoyens, contrairement à une société régie par des lois.
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Comment la neuroscience devient la neuroéconomie : les algorithmes permettent de donner un coup de pouce (*Nudge*) à l’utilisateur en exploitant ses biais cognitifs pour le pousser à adopter certains comportements. Il s’agit de l’avènement d’un paternalisme libertarien, paternalisme parce que l’utilisateur-consommateur est infantilisé, on ne lui fait pas confiance pour prendre les bonnes décisions, en revanche la machine sait mieux que son utilisateurs ce qui est bien pour lui. Libertarien parce que contrainte extérieure de l’État disparaît au profit d’un immense marché dérégulé.